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Abstract—Modern data parallel frameworks, such as Apache Spark, are designed to execute complex data processing jobs that contain a large number of tasks, with dependencies between these tasks represented by a directed acyclic graph (DAG). When scheduling these tasks, the ultimate objective is to minimize the makespan of the schedule, which is equivalent to minimizing the job completion time. With task dependencies, however, minimizing the makespan of the schedule is non-trivial, especially when tasks in the DAG have different resource demands with respect to multiple resource types.

In this paper, we present Spear, a new scheduling framework designed to minimize the makespan of complex jobs, while considering both task dependencies and heterogeneous resource demands at the same time. Inspired by recent advances in artificial intelligence, Spear applies Monte Carlo Tree Search (MCTS) in the specific context of task scheduling, and trains a deep reinforcement learning model to guide the expansion and rollout steps in MCTS. With deep reinforcement learning, search efficiency can be significantly improved by focusing on more promising branches. With both simulations and experiments using traces from production workloads, we compare the scheduling performance of Spear with state-of-the-art job schedulers in the literature, and Spear can outperform those approaches by up to 20%. Our results have validated our claims that MCTS and deep reinforcement learning can readily be applied to optimize the scheduling of complex jobs with task dependencies.
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I. INTRODUCTION

Based upon data parallel frameworks such as Hive [1], Tez [2] and Spark [3], modern data analytic jobs are inherently complex in nature, consisting of a large number of inter-dependent tasks. The dependencies between tasks are represented by a directed acyclic graph (DAG). It is naturally important to scheduling these inter-dependent tasks in the best possible way, so that the total job completion time, represented by the makespan of the schedule, is minimized.

Fundamentally, such a problem of dependency-aware task scheduling is challenging, especially when we need to consider the heterogeneous demands for multiple types of resources. First, the DAG scheduling problem is a NP-hard problem in general settings [4], [5]. Second, thanks to different task characteristics in the DAG, heterogeneous demands for multiple types of resources are commonly seen in real-world workloads [6], [7]. Knowledge about such resource demands from tasks in a data analytic job is necessary to pack these tasks effectively in the cluster, and ultimately to minimize the makespan of the task schedule.

In the literature, several existing approaches has been proposed to solve the dependency-aware task scheduling problem, but with caveats and limitations. Tetris [6], for example, focused on how tasks with different resource demands can be effectively packed, but failed to consider dependencies between tasks. Traditional DAG scheduling algorithms [8], [9], [10], on the other hand, considered task dependencies, but failed to take heterogeneous resource demands for multiple types of resources into account, and may produce schedules that are far from optimal [7].

As a step forward, Grandl et al. [7] proposed Graphene, a new cluster scheduler that considered both task dependencies and tasks with heterogeneous resource demands for multiple types of resources. However, it heavily relied upon a suite of manually-tuned parameters used to define a set of troublesome tasks, which affected the scheduling outcome significantly. In addition, within each group of troublesome tasks, tasks are scheduled in the descending order of their runtimes, which may not be optimal with respect to minimizing the makespan of the entire schedule.

We argue that the root cause to the potential lack of optimality in Graphene’s scheduler lies in the heuristic nature of its scheduling algorithm, which sought to prioritize tasks based on parameter settings that are defined based on empirical experience. This design may minimize the makespan for some DAGs, but may not work well for others. We believe that a new task scheduling algorithm should be designed to be disciplined and technically sound, directly examining the search space and searching for the best possible scheduling order to minimize the makespan.

It goes without saying that, given a typical task DAG, the size of the search space prohibits any exhaustive search, and unpromising search directions must be pruned. The fundamental question is, therefore, how such a scheduling algorithm can operate within the confines of real-world time and resource constraints.

In this paper, inspired by recent advances in artificial intelligence, we present our design and implementation of...
Spear, a new cluster scheduler that minimizes the schedule makespan as much as possible. The theoretical foundation in Spear is Monte Carlo Tree Search (MCTS), used to search for good solutions with a certain amount of budget in the solution space. In each round of search, Spear will naturally consider both task dependencies and task resource demands for multiple types of resources.

To make it efficient and practical within a vast search space, our new scheduling algorithm first limits the search space by avoiding superficial actions, such as not scheduling anything even when the cluster is idle. Inspired by AlphaZero [11], our scheduling algorithm then uses a deep reinforcement learning (DRL) model to guide the search process of MCTS, in order to pay more attention to more promising subtrees and to improve the overall search efficiency. To achieve this objective, we replace random expansion and random rollout in MCTS, and adopt a trained DRL model to choose actions like an expert, rather than choosing them randomly.

Highlights of our original contributions in this paper are as follows. First, to the best of our knowledge, we are the first to adopt MCTS and DRL in the design of a new cluster scheduler that takes both task dependencies and heterogeneous resource demands into account. Second, we propose to train a deep reinforcement learning model for the task scheduling problem, which incorporates both resource demands and dependency graphs of tasks. Our strategy to integrate MCTS and the RL model is specifically designed for the context of dependency-aware task scheduling, and is different from existing game agents such as AlphaZero. Finally, We have implemented MCTS in Python and deep reinforcement learning in Theano [12]. With an extensive array of simulations and trace-driven real-world experiments, we show convincing evidence that our new scheduler outperforms existing solutions (such as Tetris and Graphene) by a significant margin: the makespan of the schedule produced by Graphene is reduced by up to 20%.

II. PRELIMINARIES AND MOTIVATION

In this section, we briefly introduce some preliminary background on Monte Carlo Tree Search (MCTS) and Reinforcement Learning (RL) in general settings, and then show an motivating example on the benefits of applying MCTS and RL in the context of cluster scheduler design.

A. Monte Carlo Tree Search

Monte Carlo Tree Search (MCTS) is an efficient search algorithm suitable for sequential decision making problems where the outcome is typically a win or loss; it has been applied in many Chess AIs [11] and Go AIs [13]. In this case, MCTS maintains a state tree where each node contains a unique trajectory of actions and the edges represent individual actions. Furthermore, each node also contains a value summarizing how desirable that state is with respect to the objective. When exploring the search space, MCTS utilizes this value in conjunction with information regarding prior search paths to obtain a good balance between exploiting known information and exploring unknown states.

MCTS expands the search tree by performing four steps: Selection, Expansion, Simulation and Backpropagation, shown in Fig. 1. When making a decision, MCTS will explore the search space by repeating these four steps according to how much budget is available, empirically building a tree of states and values. Then, a decision will be made by selecting the action leading to the child with the highest value.

Selection: In this step, MCTS will select a path of interest (sequence of moves) that will be searched further, shown in Fig. 1. This step is crucial for MCTS, as it aims to select the most promising subtree to be explored further. When traversing down the tree, the selection process tries to maintain a good balance between exploration and exploitation. Exploration entails choosing nodes that have not been explored as much with the intent of exploring new search paths that might be better. Exploitation entails choosing nodes with high value to obtain more information about promising moves. Generally, the following Upper Confidence Bound (UCB) equation is used to choose nodes when traversing down the tree.

\[
\frac{w_i}{n_i} + c \sqrt{\frac{\ln n}{n_i}}
\]

where \(n_i\) is the number of visits the \(i\)-th node has received and \(w_i\) is the number of wins throughout all of simulations during the visits. Moreover, \(n\) is the total number of visits of the parent node and \(c\) represents an exploration factor that balances exploration and exploitation. In the equation, the first term is the exploitation score, describing the win rate from computed simulations. The second term is the exploration score, decreasing with the number of visits; this encourages exploring nodes that have not been explored as much.

Expansion: Upon selecting the path of interest and stopping at a node, the next step is to generate a new child node by performing an action from the current state. The new node is then appended to its parent and added to the search tree. With a classic MCTS approach, the action to take is selected randomly.
Simulation: After expansion, there is a new node added to the search tree without any information regarding its value and it is impossible to assess how desirable the new state is. Therefore, in this step, MCTS will conduct a quick rollout\(^1\), simulating to the end of the game and obtaining the outcome. With a classic MCTS approach, actions are selected randomly during the rollout process.

Backpropagation: The results obtained from the simulation step is then backpropagated up the search tree. All ancestor nodes will have their values updated according to the outcome of the simulation.

In sum, to choose an action when playing a game, MCTS will observe the environment, use that information and a policy to take an action, then receive a reward (\(r\)). The result of the simulation is then backpropagated up the search tree. All ancestor nodes will have their values updated according to the outcome of the simulation.

In addition to MCTS, reinforcement learning is another framework that can be used for sequential decision-making problems. A summary is shown in Fig. 2. There are two main entities: the agent and the environment. At each time step, the agent will observe the environment, use that information and a policy to take an action, then receive a reward signal from the environment. The objective of reinforcement learning is to maximize the expected cumulative rewards. The expected cumulative rewards can be calculated as follows [14]:

\[
\nabla J(\theta) = \mathbb{E}_\pi \left[ \sum_a q_\pi(S_t, a) \nabla \pi(a|S_t, \theta) \right],
\]

where \(q_\pi(S_t, a)\) is the cumulative reward resulting from taking action \(a\) in state \(S_t\) then proceeding according to the current policy \(\pi\). Therefore, the right-hand side of the equation is the sum of the accumulated rewards over the actions weighted by the probability of selecting the actions under policy \(\pi\). For stochastic policies where it is not feasible to compute or tabulate the cumulative reward, Monte Carlo simulations can be used to empirically compute the average cumulative reward \(G_t\), an unbiased estimator of \(q_\pi(S_t, a)\). Consequently, \(G_t\) will also be used to calculate the gradient update step as follows:

\[
\theta_{t+1} \leftarrow \theta_t + \alpha G_t \nabla \pi(A_t|S_t, \theta) / \pi(A_t|S_t, \theta).
\]

In this equation, the vector \(\nabla \pi(A_t|S_t, \theta) / \pi(A_t|S_t, \theta)\) represents the direction \(\theta\) should take to increase \(\pi(A_t|S_t, \theta)\), the probability of choosing \(A_t\) at \(S_t\). \(G_t\) specifies the magnitude of the gradient step. In subsequent simulations, the probability of choosing \(A_t\) given \(S_t\) will increase proportionally to \(G_t\).

The learning process effectively reinforces promising actions to maximize the expected cumulative reward.

C. The Motivating Example

We target typical jobs in the modern big data frameworks like Spark, Hive and Tez; these jobs are often modeled as a DAG. Within these DAGs, nodes represent tasks and the edges specify dependencies between the tasks. As the tasks run different programs on various data sets, it is common that they differ both in the running times and resource cap, resulting in different task features.

![Figure 2. The framework of reinforcement learning.](image)

![Figure 3. The motivating example. The tasks will be executed in parallel if possible given the order.](image)
in resource demands [6], [7]. For instance, the resource demands of reduce tasks are normally higher than map tasks. Furthermore, these tasks often have multidimensional resource demands, for example requesting various amounts of CPU and memory resources. By being aware of these resource demands, we can greatly improve the efficiency of packing tasks in the resource cluster [6], [7]. Our objective is to reduce the makespans of such jobs by considering the graph topology, running times, and resource demands.

To demonstrate the effectiveness of our approach, we show a motivating example in Fig. 3. In this figure, we can see a job with eight tasks. In each task, the top number denotes the runtime of the task and the bottom vector shows the resource demands for CPU and memory, respectively. We assume the total amount of CPU and memory available in the cluster are both 1.0. Here \( \varepsilon \) is a very small positive number close to 0. Given this DAG, the scheduling results and the makespans in the four algorithms are both presented. The makespan of our approach is \( 2T \), while the makespans of the three other algorithms are both \( 3T \). The superior performance of our approach is mainly due to the following two reasons. First, we consider both the packing efficiency as well as the dependencies of the tasks during scheduling. Second, we explore many promising scheduling options and find the best scheduling decision. However, greedy packing algorithms like Tetris do not consider the dependencies while critical path algorithms do not consider the resource demands for multiple resources. Graphene [7] is a scheduler that considers both and tries to schedule the troublesome tasks first. Although Graphene identifies the troublesome tasks in red and tries to schedule them first, the poor performance results from Graphene scheduling the troublesome tasks only by runtime. In this case, it will try to schedule the four troublesome tasks in the order of task 1, task 5, task 6 and task 7. Graphene employs two scheduling strategies to pack these tasks in the resource time space, forward scheduling, which begins placing the tasks from the bottom of the time horizon, and backward scheduling, which begins placing the tasks from the top of the time horizon. It then chooses the best scheduling result out of these two strategies. Backward scheduling returns a better result for this case and yields a scheduling order of task 7, task 6, task 1 and task 5.

### III. Design

In this section, we demonstrate our design of combining Monte Carlo Tree Search (MCTS) and deep reinforcement learning (DRL) to solve the dependency-aware task scheduling problem.

#### A. Overview

In Spear, we first map our problem framework to MCTS and make adjustments to improve the search efficiency. Furthermore, we adopt deep reinforcement learning (DRL) to guide the search and improve the performance of MCTS.

To demonstrate the effectiveness of our approach, we show a motivating example in Fig. 3. In this figure, we can see a job with eight tasks. In each task, the top number denotes the runtime of the task and the bottom vector shows the resource demands for CPU and memory, respectively. We assume the total amount of CPU and memory available in the cluster are both 1.0. Here \( \varepsilon \) is a very small positive number close to 0. Given this DAG, the scheduling results and the makespans in the four algorithms are both presented. The makespan of our approach is \( 2T \), while the makespans of the three other algorithms are both \( 3T \). The superior performance of our approach is mainly due to the following two reasons. First, we consider both the packing efficiency as well as the dependencies of the tasks during scheduling. Second, we explore many promising scheduling options and find the best scheduling decision. However, greedy packing algorithms like Tetris do not consider the dependencies while critical path algorithms do not consider the resource demands for multiple resources. Graphene [7] is a scheduler that considers both and tries to schedule the troublesome tasks first. Although Graphene identifies the troublesome tasks in red and tries to schedule them first, the poor performance results from Graphene scheduling the troublesome tasks only by runtime. In this case, it will try to schedule the four troublesome tasks in the order of task 1, task 5, task 6 and task 7. Graphene employs two scheduling strategies to pack these tasks in the resource time space, forward scheduling, which begins placing the tasks from the bottom of the time horizon, and backward scheduling, which begins placing the tasks from the top of the time horizon. It then chooses the best scheduling result out of these two strategies. Backward scheduling returns a better result for this case and yields a scheduling order of task 7, task 6, task 1 and task 5.

The overview of Spear is shown in Fig. 4. As shown in the figure, the DRL agent can choose an action leading to the next state during expansion and rollout, whereas the default MCTS strategy uses a random policy during these steps. There are two main reasons for integrating DRL into MCTS. First, as the agent is trained for dependency-aware task scheduling, it can expand the tree to states that typically result in lower makespans. In other words, it can focus on the more promising nodes and explore more promising sections of the search space. Second, in the rollout step, the agent can assign states a more accurate value representing the expected makespan from that state. By utilizing DRL, we can more efficiently explore the search space without increasing the runtime of MCTS.

#### B. The Resource-Time Space and State Space

We model the resource cluster as a resource-time space for a fixed period of time. Each resource dimension can be expressed as a separate rectangle with the width representing the capacity and the height denoting the time span. Multidimensional resource clusters can be represented as an array of rectangles, one for each resource type. When tasks are scheduled into the cluster, portions of the unoccupied space will be filled depending on the resource demands of the task. When the cluster is processed for a certain number of time steps, the resource-time space will shift accordingly. The state of the resource-time space will be fed as input to the agent (MCTS or DRL) to make decisions.

Furthermore, the agent must also maintain a list of tasks with their dependencies met and are available for scheduling. Given a list of available tasks, each representing a possible action, we define our action space to minimize the breadth of the search space. If we allow the scheduler to select any subset of the \( n \) ready tasks, the number of possible actions will be \( 2^n \). Instead, the set of actions are \( \{-1, 1, 2, \ldots, n-1, n\} \) where action \( a = i \) \( (i \neq -1) \) means scheduling \( i \)-th task and action \( a = -1 \) means processing the tasks in the cluster. When a scheduling action takes place, the state of the cluster and the list of available tasks will be updated, however time will not move forward. The agent will continue to choose the scheduling actions until it chooses the processing action. If the agent chooses the processing
action, time will move forward and the resource cluster will shift forward on the time axis. Evidently, by decoupling the set of possible scheduling decisions, the action space has been substantially reduced to \( n + 1 \) actions, which will significantly reduce the search space for MCTS and the training time for reinforcement learning.

C. An Improved Monte Carlo Tree Search Algorithm

In MCTS, we build a state tree when making scheduling decisions. In the tree, each node denotes one state, defined by a unique history of actions. This is because given the same initial state, we can always reach the same state given the same sequence of actions. Each edge represents an action changing one state to another. As mentioned previously, these actions can represent scheduling a task or processing the cluster. When processing the cluster, we will only proceed until at least one task finishes, since no new information arrives prior. This adaptation attempts to minimize the depth of the search tree. A simple example for the state tree is shown in Fig. 5.

Given a certain amount of budget for the number of iterations, we iterate over the four steps: selection, expansion, simulation and backpropagation to collect data on subsequent states. After utilizing all of the budget, we then choose the next move based on the exploitation score in Eq. (1). The selected action will point to a child node which will become the new root node. This process is be carried out for each decision and will be repeated until a terminal node is reached and all the tasks in the DAG are complete.

Selection: Starting from the current root node, we will use the equation in Eq. (1) to traverse down the search tree. The most important issue in this step is how to decide the exploration constant \( c \). In our case, the first term in Eq. (1) is the expected makespan if we choose to move to the node in the next step. As the value of the second term in the equation is between zero and one, \( c \) must be comparable with the exploitation score to effectively balance between the exploiting promising actions and exploring new search paths. We set the value of \( c \) in the same order of the makespan of the DAG.

Expansion: After stopping at a node of interest, we move one step further by taking an unexplored action and adding a new node to the search tree. By default, the set of actions available include scheduling any of the ready tasks or processing the tasks in the cluster. However, many of these possibilities are redundant and do not have to be evaluated.

First, if there are no tasks in the cluster, then the processing action is redundant and we do not need to consider it during expansion. Second, we only consider the tasks that can be scheduled to start before the earliest finish time of tasks in the cluster. Otherwise, the scheduler may choose to process the cluster and gain information from the completed task without losing a scheduling opportunity. These two filters significantly limit the breadth of the search space.

Furthermore, in traditional MCTS the expansion node is chosen randomly. However, we find out that a resource-aware DRL agent trained to minimize the makespan of a DAG is more effective than randomly selecting a child. By assigning probabilities to the possible actions, the DRL agent effectively sorts the actions by how promising they are with respect to minimizing the makespan. Therefore, when expanding the search tree, the DRL agent will be able to choose the best unexplored node. As a result, we can focus on more promising subtrees instead of a randomly selected one.

Simulation: In the simulation step, we simulate from the expanded node until termination, returning the negative of the makespan as the value. Instead of randomly choosing the actions until we reach a terminal state, we also adopt the trained DRL model to replace the random policy. In this case, our DRL model will simulate the DAG scheduling problem with expertise and provide a more meaningful estimation of the makespan as opposed to random simulations which may return misleading results. This is especially effective for larger DAGs.

Backpropagation: The value of the simulation step will be backpropagated back up the search tree and all ancestors of the expanded node will have their values updated. For each node, the value is updated to be the maximum of current value and new value. For each node, we also keep track of the average of all relevant simulations to use as a tiebreaker during the selection step.

The Budget: In addition to the adjustments we have described so far, we also design an appropriate decay function for the budget at each level. In the DAG scheduling problem, as we traverse down the search tree, the search space decreases exponentially. Consequently, we will reduce the budget as well. Our strategy is to make the available budget inversely proportional to the depth of the current node. Additionally, we also guarantee a minimum budget for the deeper nodes to ensure a sufficient amount of information is gathered. Therefore, the budget available at each step will be:

\[ \text{Budget at level } n = \text{Initial Budget} \times \frac{1}{n+1} \]

\( \text{The value is the negative of the expected makespan.} \)
be:
\[
\max \left( \frac{b_{\text{initial}}}{d_i}, b_{\text{min}} \right) \tag{4}
\]
where \(d_i\) is the depth of the current node and \(b_{\text{initial}}, b_{\text{min}}\) denote the initial and minimum budget.

D. Our Reinforcement Learning Model

In our reinforcement learning model for a dynamic DAG scheduling problem, a neural network will take as input the list of ready tasks and the state of the cluster, then output a scheduling action. To fully explain the design of the model, we will describe how we map the DAG and cluster states to the input, the action space to the output, and how we design the rewards for training.

States: First, we model resource time space in the cluster and the task demands as rectangles. However, if we only take the ready tasks into consideration, we can only obtain suboptimal performance like Tetris [6]. To resolve this issue, we propose to incorporate more features to decide whether the task is important for reducing the makespan of the DAG. In Spear, we first adopt the b-level as one of our features, which are widely used in the DAG scheduling literature to prioritize the tasks in a DAG [8], [9], [10], [15]. The b-level is the length of longest path from the exit node to the current node (inclusive). Therefore, the upper bound of the b-level of a node is the critical path in the DAG. If the algorithm is based on the b-level, the scheduling algorithm is scheduling the tasks based on the critical path of the DAG. Moreover, the number of children of each ready task is normally used to break the tie when the values of b-level are the same. Therefore, we also include the number of children as one of the features.

As the b-level only captures the information about the running time of the tasks over the path, we also adopt one other feature: b-load, which accumulates the load of the tasks along the corresponding path. Here, the load is calculated by the product of the task runtime and the resource demands for a certain type of resource of the task. Therefore, we will calculate the b-load for both CPU and memory in our case, respectively. With these features (b-level, the number of children, b-load (CPU), b-load (memory)), our reinforcement learning model produces results superior to a model where we don’t incorporate graph related features. As a result, the DRL model can easily surpass the heuristic approaches like Tetris and Shortest Job First (SJF).

Actions: The action space is the same with what we mentioned in Sec. III-B. We only have \(n+1\) actions for a list of \(n\) ready tasks. Note the set of ready tasks in the DAG will be updated during the scheduling. Moreover, each time when the DRL agent is called to take an action, it will draw one action from the distribution of the actions in the output layer. When the processing action is selected, the tasks in the cluster will be processed for one time slot.

Rewards: To obtain the makespan of the scheduling, the agent will receive -1 reward each time the processing action is selected, during which the real executions will start for one time slot. Therefore, the total accumulated reward over time after all the tasks are complete, which is also the objective of the DRL model, equals the negative of the DAG makespan.

IV. Implementation

To approximate a scheduling policy, Spear uses a 3 hidden layer neural network with widths of 256, 32, and 32 respectively. At each hidden layer, a linear rectifier activation function will be used. At the output layer, a softmax function will be used, outputting a series of probabilities for the action space. During training, we use mini-batch gradient descent. For each example in the mini-batch, we simulate 20 times and average the trajectories to obtain the baseline. Since simulations are a major bottleneck for run time, we use multiprocessing to compute simulations for each batch example in parallel.

Prior to reinforcement learning training, we initialize our network by using supervised training. It is necessary to teach the network to imitate a greedy heuristic approach such as the critical path algorithm in our case, otherwise, simulations with a completely random network result in extremely long and meaningless trajectories that do not reflect the consequences of performing a certain action.

In both supervised and reinforcement learning, we used rmsprop optimization with learning rate \(\alpha = 10^{-4}\), \(\rho = 0.9\), and \(\epsilon = 10^{-9}\).

In the MCTS implementation, since the unscaled exploration score ranges from 0 to 1, we scale it by an estimate of the makespan produced by a simulation using a greedy packing algorithm to match the exploitation score. When updating node values in backpropagation, Spear keeps track of both the average and maximum values discovered in rollouts. To determine the exploitation score when selecting children nodes, Spear will prioritize paths with a better maximum value and use the average value as a tiebreaker. In this case the UCB score can be expressed as:
\[
max_i + c \sqrt{\frac{\ln n}{n_i}} \tag{5}
\]
Here \(max_i\) denotes the maximum of relevant rollouts.

V. Evaluation

We are now ready to show the performance of Spear in comparison with existing work, using an extensive array of simulations and experiments.

A. Experimental Settings

Baselines: The most important baseline is Graphene [7], since it is the state-of-the-art approach in the literature for dependency-aware task scheduling problems. We have implemented Graphene from scratch, and used it as our
baseline. We also compare Spear with other algorithms such as Tetris [6], Shortest Job First (SJF) and largest Critical Path (CP). Moreover, as Spear combines Monte Carlo Tree Search (MCTS) and deep reinforcement learning (DRL), we also present the performance of MCTS.

Workloads: For the simulation, the number of tasks in each directed acyclic graph (DAG) is 100. The width of the DAG is between 2 and 5. The runtime of the tasks and the resource demands of the tasks both follow normal distributions where the max task runtime is 20r and the max resource demand is 20r. The budget of MCTS and Spear is set to 1000 in cases without further specifications.

In our experiments, we adopt a workload from a production cluster, which includes 99 MapReduce jobs generated by Hive SQL query on production data. Of those jobs, the max number of map tasks and reduce tasks are 29 and 38. The mean runtime of the map tasks varies from 17 seconds to 2 seconds. The mean runtime of the reduce tasks varies from 17 seconds to 141 seconds.

Settings: During the training of the deep reinforcement learning (DRL), the time horizon is set to be 20t and the graph size is set to 25. The total number of resource slots in the cluster is 20r. Moreover, the max number of ready tasks that can be fed into the neural network at any time is 15. If there are more ready tasks, the remaining tasks will be placed in a backlog queue until the network can accommodate more ready tasks. The thresholds for the runtimes of the troublesome tasks in Graphene are 0.2, 0.4, 0.6 and 0.8. When scheduling each DAG, Graphene will try those four different parameters to determine the best scheduling results.

Overall, we will try to answer three important questions: 1) What is the performance of Spear compared to the state-of-the-art approaches? 2) What is the performance of pure MCTS? 3) Why should we adopt DRL to improve the MCTS?

B. Simulation Results

1) Makespan: First, we compare the makespans of Spear and the other four algorithms. In each round, we generate 10 DAGs and each DAG has 100 tasks with various runtimes and heterogeneous resource demands for CPU and memory, respectively. The results are consistent in different rounds. The initial budget of Spear is set to 1000 and will decay, being inversely proportional to the search depth. To avoid having a budget that is too small, the minimum budget is set to 100. The results are shown in Fig. 6(a). In this figure, we can see that Spear outperforms all the baseline algorithms. The average makespans of the five algorithms are 820.1, 869.8, 890.2, 849.0 and 896.6. More specifically, it outperforms Graphene in 90% of the cases. Moreover, in 30% of the cases, it reduces the makespan of Graphene solutions by more than 100 seconds. The main reason for the improvement is that we can directly search for optimal solutions while the DRL agent guides us to more promising branches. However, the major issue in Graphene is that after partitioning the DAG into four groups, the tasks in each group are greedily sorted in descending order by runtimes, and the resource demands are not considered in this stage. On the other hand, heuristics like Tetris and shortest job first (SJF) do not consider the dependencies. A greedy algorithm prioritizing tasks with high critical paths (CP) performs better than the three other baselines in this simulation. However, there is still room for improvements as the algorithm does not utilize the resource demands and cluster state to deliver efficient packing.

We further examine the runtime of Spear in the above case in Fig. 6(b). The time measurements are conducted on a Macbook Pro laptop with 2.6GHz Intel duo core and 16 GB of main memory. Given the budget of 1000 and the minimum budge of 100, the median runtime of Spear is similar with Graphene, which is around 500 seconds. The average runtime of Spear and Graphene is around 500 seconds and 1000 seconds, respectively. In some cases, Graphene will take significantly more time to finish scheduling. For Spear, most of the time is allocated to build the MCTS search tree. The RL agent in Spear does not have a significant impact on runtime and only slows down the scheduling process by a negligible amount. In the practice we can reduce the budget to 100, which can return the scheduling results within seconds and still achieve a good result; this will be shown later. We can also use multiprocessing techniques to further reduce the time as MCTS can easily be parallelized [16].

2) Using DRL in Spear: We have investigated the performance of the pure MCTS approach to see why we need to integrate the DRL model into Spear. First, we show how the performance of MCTS changes with the amount of budget, which is the number of iterations to build the state tree before making each decision. Here we change the initial budget for each case and the minimum budget will always be 5 to make sure that MCTS can still work. For each setting, we generate 100 DAGs, each with 100 tasks. The average makespans of the 100 jobs with different settings are shown in Fig. 7(a). In this figure, we can clearly see that the makespan decreases with the amount of budget given to the MCTS.
To evaluate the results in each setting, we also display the percentage of jobs where MCTS will surpass Tetris. The results are in Fig. 7(b). As we can see in this figure, even when the budget is as low as 600, MCTS can outperform Tetris in 56% of cases. With a budget of 1000, MCTS performs better 67% of the time. In the case with the 2200 budget, MCTS is better 84% of the time. Therefore, we can see that the performance of MCTS steadily improves with more budget. However, the budget cannot be too small for MCTS. In this figure, when the budget is 500 or less, Tetris is the better algorithm in over half of the test examples. Later on, we will show that Spear can have surpass other algorithms with a much smaller budget by utilizing a trained policy network to guide MCTS.

Although more budget will lead to better results, the tradeoff is increased runtime overheads. To quantify the effects of budget on runtime, we also present the runtimes of the MCTS approach with different graph sizes and different amount of budget in Table I. The server used for the time measurement is an VM instance on Google Cloud with 24 Intel Hashwell CPU core and 22 GB of main memory. In this table, we can see that the runtimes of MCTS grow with the graph size and the amount of budget. With larger graph sizes, rollouts will be longer and the search space will be deeper. With more budget, more iterations of selection, expansion, simulation, and back-propagation will take place. Therefore, both larger budget and graph size will increase the run time. So the questions is, can DRL reach a good balance between the runtime and the performance by focusing on more promising branches? Therefore, we further examine the performance of Spear and see whether it can reduce the budget needed for the MCTS approach to decrease runtime.

<table>
<thead>
<tr>
<th>Table I</th>
</tr>
</thead>
<tbody>
<tr>
<td>THE RUNTIME OF MCTS ONLY APPROACH ON DIFFERENT SCALES (s).</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>50</td>
</tr>
<tr>
<td>100</td>
</tr>
<tr>
<td>500</td>
</tr>
<tr>
<td>1000</td>
</tr>
</tbody>
</table>

We further compare the performance of MCTS, Spear (with the help of deep reinforcement learning), and three other baseline algorithms Tetris, SJF and CP in Fig. 8(a). In this experiments, we test 10 graphs and each graph has the graph size of 100. Both the task runtimes and the resource demands follow the normal distribution. The average makespans of the five algorithms over the ten graphs are 810.8, 816.7, 843.9, 884.5 and 837.9. As we can see, MCTS and Spear perform the best, followed by Tetris, CP and SJF. Among which, Spear performs similarly with the MCTS approach. However, the budget for the MCTS is 1000 and the budget for Spear is only 100. In other words, we can achieve the same level of performance with only 10% of the budget by adopting RL in Spear. In this case, the runtime of our approach is also reduced by six times comparing with the MCTS approach.

3) The Learning Curve of the DRL Agent: We display the learning curve of our DRL training in Fig. 8(b). Our training set consists of 144 randomly generated examples, each with 25 tasks. We trained the reinforcement learning agent for 7000 epochs. In each epoch, we simulate each example 20 times and average the trajectories to compute the baseline. In this figure, we show the number of epochs versus the mean makespan calculated from all trajectories over all examples. Evidently, the mean makespan which is also the negative of the reward, steadily decreases with the number of iterations. The performance finally surpasses Tetris and SJF after around 900 iterations. This trained neural network is used in all the experiments of Spear.

C. Experimental Results

On top of simulations, we also conduct the experiments based on traces collected from production clusters running hive workloads. We first extract the task runtimes and the graph topologies of MapReduce jobs in the trace. As are only interested in the tasks with dependencies, we filtered out the jobs with no more than 5 map tasks or 5 reduce tasks. Afterwards, we obtain 99 MapReduce jobs in total for the experiment dataset.

We first show some task characteristics in Fig. 9(a) and Fig. 9(b). In the first figure, it shows the number of tasks in the map stages and reduce stages, respectively. The median number of map tasks in the jobs is 14 and the median of reduce tasks is 17. For the task runtime, the median task
runtimes in the map stage and reduce stage are 73 and 32, respectively. As shown, both the number of tasks and the task runtimes differ significantly, providing a lot of variation for the experiments.

Here, we only set the initial budget of Spear to be 100 and the minimum budget to be 50. We take the trace as the input and obtain the results as shown in Fig. 9(c). In this figure, the reduction in job duration is calculated by \( \frac{\text{Makespan of Graphene} - \text{Makespan of Spear}}{\text{Makespan of Graphene}} \). We can see that Spear performs no worse than Graphene in 90% of the jobs. In some cases, it can reduce the makespan of the Graphene by up to around 20%. The positive results obtained from our approach is mainly attributed to Spear's ability to search and evaluate many scheduling decisions before committing to one action. Furthermore, the trained policy network will guide Spear's tree exploration, guiding it towards promising paths.

VI. RELATED WORK

In this section, we will discuss the most relevant works in task scheduling, which can be classified into several different categories depending on whether they consider dependencies and varying resource demands for multiple resources.

The most closely related paper is Graphene [7], which considers both dependencies among tasks as well as the varying resource demands for multiple resources. However, the performance of Graphene heavily relies on the parameters which define the set of troublesome tasks, which are not robust enough for different jobs and graph topologies. Moreover, when scheduling the troublesome tasks, they are placed in descending order of their runtimes, which may result in poor performance as it ignores the resource demands for multiple resources in this step. The dependencies and packing were also investigated in job-shop related papers [17], [18], [19]. But the problem setting of the job-shop problem is different from ours. In the job-shop problems, there is only one type of resource while Spear is designed for multiple resource dimensions.

There are lots of related works regarding dependency-aware task scheduling that don’t consider the varying resource demands [8], [9], [10], [20] and a survey is available in [15]. Normally, they use some node or graph related metrics to prioritize certain tasks and then schedule these tasks to the earliest available processor. As shown in our results, the performance of these approaches can be further improved because considering the varying multidimensional resource demands of tasks is critical for efficient cluster utilization.

Some related works do not consider the dependencies among the tasks [6], [21], [22], [23], [24]. These approaches schedule the tasks in a DAG level by level, which will naturally result in a sub-optimal performance. For instance, in Tetris [6], it explicitly considers the varying multidimensional resource demands of tasks in a DAG but ignores the dependencies among the tasks. We extensively compared our approach with Tetris in this paper.

Monte Carlo Tree Search (MCTS) and Deep Reinforcement Learning (DRL) have also been applied in scheduling and related decision making problems. [25] and [26] applied MCTS only for job-shop problems. Reinforcement learning was adopted in DeepRM [27] to minimize the average job slow down for a group of independent jobs where dependencies do not exist. Moreover, AlphaGo[28], AlphaGo Zero [13] and AlphaZero [11] both employed MCTS and RL to create an AI for Go, Chess and other games.

VII. CONCLUDING REMARKS

In this paper, we propose to combine deep reinforcement learning(DRL) and Monte Carlo Tree Search to minimize the makespan of the DAGs in big data processing systems. We first design a neural network as a function approximator to represent a scheduling policy capable of choosing scheduling actions given the cluster state and ready tasks. We then train the network to minimize the makespan for the DAG scheduling problem. For MCTS, in addition to mapping it to our problem, we implemented several heuristics to greatly reduce the search space. After that, we utilize the trained DRL model by integrating the policy into the expansion step and rollout step in MCTS, replacing the default random policy. This way, the policy will select more
promising actions for minimizing the makespan and we can significantly improve the searching efficiency by focusing more on promising branches of the search tree. Both our simulation and experimental results demonstrate Spear’s ability to outperform other modern heuristics, reducing the makespan of production workloads by up to 20%.
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